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Cache Coherency



Cache coherency

• For memory loads/stores

• Core (requestor) looks in local L2 cache

• If not there it queries DTD for it:

• Sends message to tile containing DTD (tag owner) entry for that 

memory address:

• If it’s not in any cache then data fetched from memory

• DTD updates with requestor information

• If it’s in a tile’s L2 cache then:

• Tag owner sends message to tile where data is (resident)

• Resident sends data to requestor



KNL



KNL
Hemisphere is like quadrant but only uses 2 virtual halves



Quadrant mode

• One NUMA region for MCDRAM

• One NUMA region for main memory



KNL
If using only 1 MPI rank and OpenMP to fill up cores and also 

using SNC, have to enable all memory access, i.e.:
numactl –m 4,5,6,7



SNC-4

• Four NUMA regions for MCDRAM

• Four NUMA regions for main memory



KNL Don’t use, fallback/for broken 

hardware mode



Cluster modes

• Cluster modes are really just part of the memory modes

• Two ones that may be of interest

• Quadrant and SNC-4

• Quadrant will always give reasonable performance

• SNC-4 should give a bit better performance if code is properly 
NUMA aware

• Will give worse performance if your code goes beyond the NUMA 

regions

• May require careful pinning if running less processes than numa regions

• Ignore alltoall, hemisphere, SNC-2

• Changing either cluster mode or memory mode requires 

rebuild of tag directories

• Requires reboot

• Takes ~15-20 minutes


